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Abstract

Nowadays, it is hard to imagine work without applying the principle of computer networks, and every day the requirement for high-quality network maintenance is increasing. In order to have a high-quality network; always optimize QoS through the optimization of routing protocols is required. In this paper, the scientific task of optimizing routing processes in hybrid telecommunication networks with guaranteed quality of service is solved by developing models and methods of adaptive routing. To develop methods, a system of Telecommunications network (TN) mathematical models was constructed at the levels of its morphological and functional descriptions. We used a weighted oriented graph as a structural model. Formalization of the main indicators of the network operation efficiency is carried out, which are the network performance (or its derivatives – relative and normalized performances) and indicators of the degree of use of network resources – buffer memory capacities of nodes and bandwidth of the transmission paths. In this paper, an experimental study of the developed models and routing methods was carried out in order to verify their adequacy, evaluate the effectiveness, and develop practical recommendations. The scheme of experiment, focusing on the investigation of processes occurring in the network while solving routing tasks (data gathering, RT processing, distribution, and implementation), is proposed.
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1. Introduction

In communication networks, it is always important to understand the applications for the desired network, in term of power efficiency, transmission time, Quality of Service (QoS), data rate, ..., est. Each parameter mentioned above, requires a specific routing protocol to meet the required application needs. For example, The main parameters of the developed routing models, having a great impact on the efficiency of their practical implementation, are a value of recalculation range of the route variables $\Delta t$ and a number of the recalculation ranges $a$, involved in the formation of target function, which eventually define the value of forecast period $T = a\Delta t$.

The influence of parameter $\Delta t$ on TN functioning efficiency is twofold. On the one hand, $\Delta t$ should be as small as possible to provide the high flexibility of response of the developed routing models to network condition: load of queue buffers on the nods, network bandwidth, and incoming traffic. On the other hand, reduction of $\Delta t$ involves a significant increase in overhead amount that is network status and control information. Routing implementation in accordance with the developed models may become impractical at exceeding of certain limit of overhead amount, therefore the minimum value of $\Delta t$ should be limited to certain value $\Delta t_{\min}$. For practical reasons, a prerequisite for implementation of the developed routing models is a fulfillment of condition $\Delta t \geq \Delta t_{con}$, where $\Delta t_{con}$ is the control cycle duration imposed by Anastasi, Giuseppe (2009). Thus, the lower limit of recalculation range of route variables is defined as a highest value among $\Delta t_{\min}$ and $\Delta t_{con}$. 
At the same time, increasing in $\Delta t$ leads to a routing strategy change and a shift from a dynamic routing to quasi-static or, in the limit $\Delta t \to \infty$, to static. Depending on the chosen strategy, the upper limit of $\Delta t$ can be defined: $\Delta t_{\text{max}}$. Such wise, the chosen routing strategy and the related quantities of overhead streams define the upper and the lower limits while choosing the value of the recalculation range of route variables $\Delta t$: $\Delta t_{\text{min}} \leq \Delta t \leq \Delta t_{\text{max}}$. As operating practice of IP-networks El-Hihi, Mohamed(2016), Alhihi, Mohammad(2017) Network Coding, Attar, Hani and Mohammad Alhihi 2014 and H. Attar, L. Stankovic and V. Stankovic(2011) the minimum value of recalculation period is a few tens of seconds, the maximum value, as will be shown later, depends on the nature of load incoming to maintenance to a larger extent than on network features. Parameter $a$ defines the degree of forecast feature implementation of the developed routing models. At the same time, by analogy with value $\Delta t$, the upper and the lower limits of the number of recalculation ranges can be defined: $a_{\text{min}} \leq a \leq a_{\text{max}}$, besides $a_{\text{min}} = 1$ which corresponds to the absence of network status forecast. There are several reasons for implementation of $a > 1$: first, there is need to avoid occurrence of loops in calculated routes, second, processes of backup and restoring of network resources are scheduled. From a computational point of view, increasing in $a$ leads to a proportional increase in dimension of the optimization problem Raju, Jyoti, and Jose Joaquin Garcia-Luna-Aceves(1999).and Liebig, Thomas(2017), in practical terms – it leads to a necessity of forecasting with the given accuracy subscribers’ data load on the network nodes. Thereby, parameter $a$ is restricted by the value of $a_{\text{max}}$ which is corresponding with the most favorable conditions for implementation of the considered routing method. Within this work no analytical justification for choosing parameter $a$ was made. Given the complexity of analytical justification for choosing parameters $\Delta t$ and $a$, it becomes necessary to conduct experimental studies of an effect of these parameters onto network performance in general, the results of which are advisable to clarify in practical realization.

As mentioned and illustrated with the example Fig. 1 above, the most benefit from implementation of the developed routing models is observed when using it in irregular network structures. Considering these structures became most widespread in practice, let’s choose the networks shown in Fig. 2 for further network simulation. Simulation results confirm the results obtained with $N = 5$ and $N = 7$ for networks with a large number of nodes and testify the high efficiency of the developed models as compared with the shortest path models. Numerical values of capacities of the transmission paths Fig. 2 are caused by TN construction practice and equal 200 Mbps.

To explore an impact of the model parameters on routing quality we’ll build a simulation considering the network example Fig. 2a. The total simulation time is $T_m = 100$ s. Four main options of the routing model implementation, differing in the value of the recalculation range of route variables $\Delta t$ and its number $a$ Table 1, were considered in the simulation. Option 1 corresponds to the most frequent update of routing tables, and in case of option 4 the route variables hadn’t changed throughout the simulation time.
Table 1. Model parameters

<table>
<thead>
<tr>
<th>Option</th>
<th>( \Delta t ), s</th>
<th>( a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>1</td>
</tr>
</tbody>
</table>

Simulation consists of \( v = a \) steps for all the options, the result of calculations for each step, as mentioned in Akkaya, Kemal, and Mohamed Younis(2005), is the set of \( v = a \) vectors of the route variables \( U(k) \), \( k = 0, a - 1 \), only \( U(0) \) of which will be implemented. Let’s assume the simulation result is precisely the vectors that will be implemented. Thus, the simulation result for each of the options is the set of \( v = a \) route vectors defining the contents of appropriate routing tables and therefore the resource allocation over time \( T_M \). The elements of the route vectors were gained by solving the minimizing-oriented optimization problem \( W \). The objective-functional view of \( W \) for each of the options will match its parameter \( a \) value listed in Table 1.

\[
W = \sum_{k=0}^{a-1} [X^T(k)Q_xX(k) + U^T(k)Q_uU(k)] \rightarrow \min
\]  

Thus obtained route variables allow us to estimate the network performance (Fig. 2) by means of Elman, Jeffrey L(1990). and Jang(1993), the usage rate of network channel resources in total Fig. 3 by means of Eq. 1. Here, to compare the simulation results, obtained for the different options, let’s take \( \Delta t_1 = 10 \) s as a time interval unit. Fig.2 shows us the dependences of the brought data amounts within the simulated network during the time interval unit on its number throughout the time of simulation \( k = 1,10 \) (for convenience, the numbering of time intervals was started not with 0 but 1). Here curves 1-4 correspond with \( P(k)\Delta t_1 \) value of the considered options Table 1. For comparison, Fig.4 shows the dynamics of changes in the amounts of load coming into the network during the corresponding time interval unit \( Y_{Bx\Sigma}(k) \) (curve 5).

Fig.3 shows the dynamics of usage rate of the network bandwidth \( Ku(k) \) depending on the number of the time interval unit \( \Delta t_1 \). Usage rate of channel resources changes in accordance with the specified recalculation interval of routing tables (\( \Delta t \) in Table 1) and the dynamics of load amounts coming into the network. As the obtained results show, the
mean of $Ku$ throughout the simulation time for all the cases is approximately the same, its highest dynamics occurs in case of the lowest $\Delta t$ (option 1).

Comparison of the dynamics of change of $Y_{Bx\Sigma}(k)$ and $Ku(k)$ in point of the option 1 of the routing model indicates that allocated network resources are just enough to service the traffic, being received during $\Delta t$, without losses. In case of $\Delta t$ increasing (dependences 2-4), the changes of $Ku$ no longer correspond with the load changes. As a result, a delay of the received traffic occurs that in a real network corresponds with the queue growth and therefore the value of losses and overloads increasing, which ultimately reduces the quality of service.

Figure 3. The dynamics of change of the incoming load $Y_{Bx\Sigma}(k)$ and the network performance $P(k)\Delta t_1$

Figure 4. The dynamics of change of the usage rate of network channel resources $Ku$
\[ \Delta P = \frac{\sum_{h=1}^{v_1} Y_{BX} \Delta h - \Delta t_1 \sum_{h=1}^{v_1} P(h)}{\sum_{h=1}^{v_1} Y_{BX} \Delta h} \]  

\[ v_1 = \frac{T_M}{\Delta t_1} \]  

As a generalization of the obtained results, (Fig.4) shows a diagram estimating the lost productivity amount as a relative amount of data undeceived by user throughout \( T_M \) for the options 1-4. Fig. 5 shows that the highest network performance is reached in case of option 1 because of the smallest recalculation interval of routing tables in conditions of the incoming load high dynamics.

Lost productivity value \( \Delta P \) is greatly affected by a degree of unevenness of the incoming load \( y_{BX i,j}(k) \) due to the change of \( \Delta t \). As an estimate of load unevenness we’ll use a standard deviation \( \sigma_{y_{i,j}}(k) \) which is a distribution-law parameter in accordance with which the simulation of random load process was executed. Fig.5 shows the diagrams of the lost productivity value \( \Delta P \) of a full-mesh network having \( N = 5 \) nodes depending on the \( \Delta t \) and \( \sigma_{y} \) values under the assumption that \( M[y_{BX i,j}(k)] = y_{cp} \), \( D[y_{BX i,j}(k)] = \sigma_{y}^2 \). Hence it is clear that, considering \( \sigma_{y} \) not bigger than 20% of \( y_{cp} \) mean value, \( \Delta P \) is no more than 2%. \( \Delta P \) increases to 5% with \( y_{cp} \) and is 8.5% with 1.2\( y_{cp} \).

Analysis of the simulation results allows to make the following conclusion Yevseeva O.Yu(2002), the choice of the recalculation period of routing tables \( \Delta t \) is defined by change intensity of the incoming network load and should be equal to the time during which the incoming load can be approximately regarded as constant. Particular value should be specified for the real network conditions considering not only incoming load dynamics but also the amount of generating overhead. If for transmission of overhead the separate signaling network is used, \( \sigma_{y} \) and the control cycle duration \( \Delta con \) will be the determining factor in choosing \( \Delta t \). When using information channels for transmitting overhead packets, a network load created by them, amount of which depends on size of overhead packets, implemented overhead change protocol and which increases with the decreasing of \( \Delta t \), should be considered. In this case \( \Delta t \) is chosen as a compromise between the losses \( \Delta P \), caused by \( \sigma_{y} \), and the overhead amounts. As the results of simulation of the QoS-routing method, built on the basis of the OSPF protocol Apostolopoulos G, Guerin R, Kamat S(1999), Yang, Lei(2016),Domżał Jerzy et al(2015) and Alhihi, Mohammad(2017) Practical Routing Protocol Models show, the band needed for overhead transmission is 30 kbps (the maximum is 174 kbps) on the average in case of the channel capacity of 45 Mbps and the eight-node structure. This allows to conclude that the determining factor when choosing \( \Delta t \) is \( \sigma_{y} \) and \( \Delta con \).
To evaluate an impact of the parameter $a$, which is the number of the recalculation intervals of routing tables, on the solutions for routing tasks, let's build a simulation considering the networks shown in (Fig.1) Let us consider the dependence of network performance on the incoming traffic amounts and the $a$ value. It is assumed here that $\sigma_y = 0.65 y_{cp}$, and $\Delta t = 10 s$.

As evinced by the results of simulation (Figs. 6, 7), implementation of the forecasting properties of the routing models improves TCN productivity by $\Delta P_a = \frac{P_a - P_1}{P_1} \times 100\%$, where $P_a$ and $P_1$ are the network performance in case of implementation of the routing method with and without forecast ($a = a_{\text{min}} = 1$) respectively. An average performance increase through implementation of the forecasting properties is 14-18%. With increasing in $a$ Fig. 7 the rate of productivity growth slows down, and with $a > 5$ the increase in productivity through implementation of the forecasting properties is insignificant. Since the increase in $a$ is associated with the increase in transmitted overhead amounts, we can conclude that it is advisable to limit forecast interval to a value close to $a = 5$. 

Figure 5. Diagram of the lost productivity value $\Delta P$ of the options 1-4 Table 2 ($\sigma_y = 0.65 y_{cp}$)
To analyze the forecast properties in overload mode let’s consider the behavior of the model at an income load overcoming the network bandwidth H. Attar, L. Stankovic, M. Alhihi and A. Ameen(2014), and Attar, H. (2017) Data Combination .Let’s consider two options of the adaptive routing model on an example of the network shown in Fig.1a with parameters \( a = 5 \) and \( a = 1 \), i.e. a model that has the forecast property (option 1) and does not have that (option 2).

The total simulation time is \( T_M = 50 \) s, the interval is \( \Delta t = 10 \) s. The obtained dependences Figs. 7 and 8 indicate that during the first time interval the routing model without forecasting (curve 2) exceeds the forecast model (curve 1) by performance but stays inferior in the remaining time. This is explained by the different strategies implemented by the options under consideration. Model without forecasting provides a solution to the routing task at each time interval through the use of communication directions mainly for delivering flows on direct routes. In the interval \( k = 1 \) this gives a certain gain, but then, with \( k \) growth, in view of the “ignoring” of queues, for unloading of which there are no direct routes, an overload of individual directions and then of the network as a whole occurs. Model with forecasting at the first steps of the work \( (k = 1) \) already organizes not only direct but also bypass routes, i.e. a proportion of the delivered traffic, for which there are direct communication ways, decreases. Thereby, the total amount of delivered information within \( k = 1 \) becomes smaller, but at the subsequent time intervals \( k = 4...5 \), when the network with model 2 is already close to overload mode or entered it, model 1 ensures the delivery of user information without losses. For example, Figs. 7 and 8, show the change in the network load, estimated by the total value of all network queues.

![Figure 7. Dependence of the normalized network performance on the network load for various \( a \)](image)
Figure 8. Dependence of increase in the network performance on the parameter \( a \sum \sum_{i=1, j=1, j \neq i}^{N} x_{i,j}(k) \), which indicates that routing without forecasting allows entering the overload mode somewhat earlier Yevseeva O.Yu(2002).

2. Conclusions

The influence of individual model parameters on the efficiency of its implementation was investigated, and it was established that the greatest influence is exerted by the recalculation period of route variables \( \Delta t \) and the forecasting interval \( a \), the choice of which should be coordinated. Formalization of the main indicators of the network operation efficiency is carried out, which are the network performance (or its derivatives – relative and normalized performances) and indicators of the degree of use of network resources – buffer memory capacities of nodes and bandwidth of the transmission paths. An experimental study of the developed models and routing methods was carried out in order to verify their adequacy, evaluate the effectiveness, and develop practical recommendations. The scheme of experiment, focusing on the investigation of processes occurring in the network while solving routing tasks (data gathering, RT processing, distribution, and implementation), is proposed. The influence of individual model parameters on the efficiency of its implementation was investigated, and it was established that the greatest influence is exerted by the recalculation period of route variables \( \Delta t \) and the forecasting interval \( a \), the choice of which should be coordinated. As shown by the simulation results Fig. 7, it is advisable to limit the forecasting period to a value of five.
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